
Group 3 

Manasi Rajiv Weginwar 

Divya Gupta 

Introduction: 

As computer vision is continuously advancing, object detection has gotten progressively 
significant in situations that request high precision, however, have restricted computations, for 
example, robotics and driverless vehicles. Unfortunately, many current high-accuracy detectors 
do not fit these constraints. More importantly, real-world applications of object detection are 
run on a variety of platforms, which often demand different resources. A natural question, 
then, is how to design accurate and efficient object detectors that can also adapt to a wide 
range of resource constraints? 
             In "EfficientDet: Scalable and Efficient Object Detection", present another group of 
adaptable and effective object detectors. Expanding upon past work on scaling neural network 
(EfficientNet) and incorporating a novel bi-directional feature network (BiFPN) and new scaling 
rules, EfficientDet accomplishes cutting edge detection while being up to 9x smaller and 
utilizing altogether less computations contrasted with earlier best in class detectors.  

Key Components: 

• Backbone: The more advanced EfficientNets are used in backbone networks. 

• BiFPN: BiFPN is being proposed as a new bi-directional feature network to enable easy 
and fast feature fusion. 

• Scaling: Proposed use of a single compound scaling factor to govern the network depth, 
width, and resolution for all backbone, feature network, and prediction networks. 

 

 

Architecture of the EfficientDet model- 

EfficientDets are a family of object detection models, which achieve state-of-the-art 55.1mAP 
on COCO test-dev yet being 4x - 9x smaller and using 13x - 42x fewer FLOPs than previous 
detectors. These models also run 2x - 4x faster on GPU, and 5x - 11x faster on CPU than other 
detectors. 

EfficientDets are developed based on the advanced backbone, a new BiFPN, and a new scaling 
technique: 

https://arxiv.org/abs/1906.11172


 

A new compound scaling method was used for EfficientDet. 

Compound Scaling: This is a new scaling method for object detection, which uses a simple 
compound coefficient φ to jointly scale up all dimensions of backbone, BiFPN, class/box 
network, and resolution. 

Backbone: EfficientNets were used for this as the backbone networks. In this they reused the 
same width/depth scaling coefficients of EfficientNet-B0 to B6 such that they could easily reuse 
their ImageNet-pretrained checkpoints. 

BiFPN: BiFPN, a bi-directional feature network enhanced with fast normalization, which enables 
easy and fast feature fusion: 

 

Formally, BiFPN width and depth are scaled with the following equation: 



 

Scaling: A single compound scaling factor was used to govern the depth, width, and resolution 
for all backbone, feature & prediction networks. Scaling configurations for EfficientDet D0-D6: 

 

Box/class prediction network: Fixed their width to be always the same as BiFPN (i.e., Wpred = 
Wbifpn), but linearly increase the depth (#layers) using equation: 

 

Input image resolution: Since feature level 3-7 are used in BiFPN, the input resolution must be 
dividable by 27 = 128, so they linearly increase resolutions using equation: 

 

Following Equations 1,2,3 with different φ, they have developed EfficientDet-D0 (φ = 0) to D7 
(φ = 7) as shown in Table 1, where D7 and D7x have the same BiFPN and head, but D7 uses 
higher resolution and D7x uses larger backbone network and one more feature level (from P3 
to P8). 

This model family starts from EfficientDet-D0, which has comparable accuracy as YOLOv3. Then 
they scale up this baseline model using compound scaling method to obtain a list of detection 
models EfficientDet-D1 to D6, with different trade-offs between accuracy and model 
complexity. 

 

Specifications- 



• Researchers of these models trained these models with batch size 128 on 32 TPUv3 
chips and the results were as follows: 

 

 

In our COVID project, we tried to implement this model along with Nvidia tesla V100 to train 
our Social Distancing module, requirements of Tesla V100 are as follows: 

 

 



 

Applications: 

1. As per the research done, COCO dataset, a widely used benchmark dataset for object 
detection. EfficientDet D4 is faster in performance as compared to previous 
EfficientNet.[1]  

2. While the EfficientDet models are mainly designed for object detection, papers have 
also examined their performance on other tasks, such as semantic segmentation. And 
when the model is compared with prior state-of-the-art segmentation models for Pascal 
VOC 2012, a widely used dataset for segmentation benchmark. The accuracy and quality 
are more for EfficientDet.[2] 
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